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ABSTRACT Knowing some characteristics of an unknown user is useful information for security and
commercial purposes. One of the acquired characteristics is the user’s native language, and its recognition
can be achieved with data derived from the text he/she types, since text is the most widespread means of
communication between Internet users. Keystroke dynamics, which leverages data derived from how user
types, ensures that no sensitive data are leaked. In this work, data from the daily typing of users of five
different native languages are collected, keystroke dynamics features are extracted, the most suitable ones are
selected using a feature selection algorithm, well-known machine learning models and a boosting algorithm
are used, and a rate of correct prediction that exceeds 90% is achieved. Knowing a user’s native language can
help strengthen authentication systems, make better use of online services, and protect unsuspecting users
from falling victim to fraud.

INDEX TERMS Biometrics, data mining, keystroke dynamics, machine learning, native language

identification.

I. INTRODUCTION

Effective communication is pivotal for personal, social, and
economic development. The Internet has expanded and accel-
erated the means of communication, and the average person
uses it for work, education, information, and entertainment.
Although phone calls, video conferencing, and voice messag-
ing are available for communication between two or more
users, text messaging remains the primary form of commu-
nication. That is, despite the increase in Internet speed and
the consequent offer of more sophisticated communication
applications, users prefer to communicate using text-based
platforms such as email, Messenger, Viber, and Twitter. The
reason is probably that users feel less exposed. Of course,
communicating via text messaging comes with some prob-
lems. First, that the mood of the person writing the text
message cannot be fully captured, with the result that many
messages are misinterpreted, Second, that the author of the
message is not identified, with the result that he/she has the
possibility to hide or falsify his/her identity.
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The latter can ensure to a certain extent the right of the
user to remain anonymous, but at the same time, it is a factor
of risks and difficulties. For example, it can be the tool of
a malicious user to mislead the unsuspecting interlocutor,
or it can prevent Internet companies from reaching the right
people to inform them about their services. A solution to this
problem has been proposed by various researchers, such as
by using NLP [1], creating a user profile achieved through
behavior in social networks, etc. Another suggestion is by
using keystroke dynamics, which is the field of study that
analyzes the patterns and rhythms of a user’s typing behav-
ior [2]. It is based on the idea that each individual types in a
unique way and that this typing style can be used as a form of
biometric identification, such as a fingerprint or facial recog-
nition scan, as a means of classifying users, or as a means
of identifying the mental and physical state of users. One of
the main advantages of keystroke dynamics is that it does
not require special equipment or hardware. Instead, it uses
the simple data already generated by a user’s keyboard as
they type. This means that keystroke dynamics can be easily
implemented in a variety of settings, including personal com-
puters, mobile devices, and even public terminals. Another
advantage is that it does not require the collection of sensitive
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data. Unlike other forms of biometric recognition, such as
facial recognition, keystroke dynamics does not utilize per-
sonal information or images, instead, it simply analyzes the
way a user types, which is non-invasive and non-threatening.
The fact that keystroke dynamics is based on the most widely
used type of communication, text, is another advantage. Text-
based communication, such as email, instant messaging, and
social media, is ubiquitous in today’s world. This means
that keystroke dynamics algorithms can be applied to a wide
range of online interactions, making it a powerful tool across
different platforms and applications.

The most prominent and widely employed features in
keystroke dynamics analysis are keystroke durations and
digram latencies. Keystroke durations refer to the amount of
time a key is held down before it is released, and digram
latencies refer to the amount of time between the use of two
consecutive keys.

The main goal of this paper is to develop a new approach
to determine the native language of a user through keystroke
dynamics, by using free-text data, in order to reveal part of the
identity of an unknown person. This is achieved by extend-
ing the research presented in [3]. The proposed approach
is based on the idea that different native languages have a
unique effect on the way people type. The hypothesis is that
individuals tend to transfer specific language characteristics
to their typing behavior, such as typing speed and delays of
digrams. For example, the different frequency of occurrence
of characters and digrams in different languages is reflected
in the way users type. By analyzing these characteristics, it is
possible to develop a method for determining a user’s native
language. In this way, this work aims to extend the usage of
keystroke dynamics from user authentication to user’s native
language identification, exploiting language-dependent and
user-independent typing patterns.

The following sections of this paper provide a compre-
hensive overview of this topic. First, a thorough review of
the relevant literature is presented. Second, the methodology
used in this research is discussed in detail. Next, the find-
ings of the study, which aimed to determine a user’s native
language, are presented and analyzed. Finally, the paper is
concluded with a discussion of practical applications of this
research and possible avenues for future research.

Il. BACKGROUND

Keystroke dynamics is the computer science field of measur-
ing and analyzing the timing and rhythm of keystrokes made
on a keyboard or other input device. Keystroke dynamics can
be used for a variety of purposes, including authentication,
user classification, and the physical and mental estimation of
a user.

Authentication using keystroke dynamics is based on the
fact that every person has a unique typing rhythm or pattern.
By analyzing keystroke dynamics, a system can determine
whether the person typing is the authorized user or an
imposter.
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The study by Raul et al. [4] presented a comprehensive
review of keystroke dynamics-based authentication mecha-
nisms. The authors focused on the use of keystroke dynamics
as a biometric authentication technique, which involves ana-
lyzing a user’s typing rhythm and other behavioral patterns
to verify their identity. The study provided an overview
of the existing research on keystroke dynamics, includ-
ing the datasets and methods used in previous studies as
well as the limitations and challenges of this approach.
The authors also proposed possible solutions to address
these challenges and highlight the potential applications
of keystroke dynamics-based authentication mechanisms in
various domains, including e-commerce, online banking,
and computer security. The study was based on a review
of the literature and uses a qualitative approach to ana-
lyze and synthesize the findings from previous research
studies.

In another work, Alsultan et al. [5] introduced an approach
for user authentication using free-text data that incorporates
the use of unconventional typing features. Semi-timing fea-
tures and processing features were extracted from the user’s
keystroke stream. Decision trees were utilized to classify
each of the user’s data. In parallel for comparison, support
vector machines were used for classification along with an ant
colony optimization feature selection technique. The results
obtained from this study are encouraging, as a low false
acceptance rate (FAR) and false rejection rate (FRR) were
achieved in the experiment phase.

El-Kenawy et al. [6] proposed a new authentication mecha-
nism for smartphone users that combines meta-heuristic opti-
mization techniques with keystroke dynamics. The authors
aimed to improve the accuracy and efficiency of user authen-
tication on smartphones, which is a critical issue given
the increasing use of mobile devices for sensitive tasks
such as mobile banking and e-commerce. The authors ana-
lyzed the data using meta-heuristic optimization algorithms
and machine learning techniques to develop a dynamic
keystroke-based authentication model that can adapt to
individual users’ keystroke patterns over time. The results
showed that the proposed approach achieves a high level of
accuracy and reduces the time required for user authentication
compared to traditional methods.

Moreover, Ayotte et al. [7] presented a novel algorithm
called ‘““instance-based tail area density metric” to reduce
the number of keystrokes required for user authentication
using keystroke dynamics. The authors also investigated the
effectiveness of keystroke dynamics features and found that
all features contributed information about who was typing,
but keystroke durations, down-down digram latencies, and
up-up digram latencies were the most important. They used a
random forest classifier to validate their approach across two
publicly available datasets.

Similarly, Li et al. [8] focused on authentication based
on features derived from keystroke dynamics in the free-
text case. They found that dividing the sequence into a

VOLUME 11, 2023



1. Tsimperidis et al.: Way We Type Reveals Our Native Language

IEEE Access

number of fixed-length subsequences was an effective fea-
ture design strategy. Furthermore, they developed and ana-
lyzed image-like structures of constructed features that they
reported as keystroke dynamics image (KDI) and keystroke
dynamics sequence (KDS). KDI was used as input for the
experiments with CNN, while KDS served as input data
for the CNN-RNN experiments. In both cases, they applied
cutoff normalization. The experimental results reported show
that the pure CNN architecture outperforms the combination
of CNN and RNN, while the cutoff significantly improves the
performance of both models.

Moreover, Alsuhibany and Almugbil [9] aimed to
investigate the impact of using three different sizes of
touch keyboard layouts in the user authentication pro-
cess when typing Arabic free text. The experiment’s
results demonstrated that using the time feature for
keystroke dynamics-based authentication offers a feasi-
ble technique for multi-device environments, since they
achieved average FAR and FRR scores of 1.1% and 18.2%,
respectively.

Most of the research in keystroke dynamics has focused on
user authentication, resulting in the presentation of methods
with increasingly better results in terms of FAR and FRR.
The consequence of these was the development of authen-
tication systems both for computers and mobile devices,
as well as for both Internet applications and economic interest
services.

Regarding user classification, Tsimperidis et al. [10] pro-
posed a new machine learning model, the randomized radial
basis function network, or R2BN, which combined charac-
teristics of both radial basis function network and AdaBoost
algorithm. The goal was to recognize and record the edu-
cational level of a person standing behind the keyboard.
The performance of the proposed model is evaluated using
the empirical data obtained from the volunteers’ keystroke
logging during daily computer use.

In another study, Nascimento et al. [11] investigated the
use of feature selection techniques to identify the most rele-
vant keystroke dynamics features for gender prediction. The
authors used several feature selection techniques, including,
recursive feature elimination (RFE) and correlation-based
feature selection (CFS). The results of the experiments
showed that the use of feature selection techniques improved
the accuracy of gender prediction based on keystroke dynam-
ics. In particular, the RFE technique was found to be the most
effective.

The study by Cascone et al. [12] explored the use of touch
keystroke dynamics for demographic classification, includ-
ing age and gender. The authors aimed to investigate the
potential of touch typing, which includes information about
the amount of pressure applied to the keys, for determin-
ing user demographic information. The authors analyzed the
data using machine learning algorithms, including k-nearest
neighbours and support vector machines. One of the findings
was that younger people tend to type faster and with more

VOLUME 11, 2023

errors, while older people tend to type slower and with fewer
errors.

In the area of user age search, Tsimperidis et al. [13] used
a dataset of 387 logfiles and extracted 700 features from it,
which were keystroke durations and digram latencies. They
divided the users into four age groups and they tested their
dataset with different classifiers. Finally, the experiments
resulted in the creation of a system that was able to distinguish
with about 90% accuracy the age group of an unknown user.

In their work, Sahu et al. [ 14] presented a localization-based
algorithm to solve a multi-user classification problem in
keystroke dynamics. The proposed algorithm performed
dimensionality reduction using PCA or kernel-PCA, pro-
cessed training data, nominated representative points as
anchors, and treated testing data samples as targets at
unknown locations. Using keystroke data from each of the
known users, user-to-user and user-to-target cross-distances
were computed using scaled Manhattan distances in the
keystroke space.

There are already several studies in the literature on
user classification using keystroke dynamics, based on some
intrinsic (e.g., gender, handedness, etc.) or acquired (e.g.,
educational level, political beliefs, etc.) characteristic. The
systems proposed, which can help, among other things,
in digital forensics and targeted advertisement, show increas-
ingly better accuracy.

Moreover, keystroke dynamics can be used for the phys-
ical and mental estimation of a user. Research has shown
that typing rhythm can be used to detect physical and men-
tal conditions such as Parkinson’s disease, depression, and
stress. By analyzing keystroke dynamics, a system can detect
changes in typing patterns and provide an early warning for
potential health issues.

The study by Arroyo-Gallego et al. [15] investigated the
use of keystroke dynamics as a biomarker to detect mental
fatigue. For this work, they used TypeNet, a state-of-the-art
deep neuron network originally intended for user authentica-
tion at a large scale using keystroke dynamics. They adapted
TypeNet for fatigue detection by exploiting the person iden-
tification information embedded in it. All experiments were
conducted using three keystroke databases, including dif-
ferent environments and data collection protocols. Results
showed performance ranging between 72.2% and 80.0% for
classifying fatigue versus resting samples, which is aligned
with previously published models on daily alertness and cir-
cadian cycles.

With different goals, Lépez-Carral et al. [16] analyzed
the typing patterns of a large sample of participants who
were asked to describe a set of images selected from the
OASIS normative database for affective research. Analyz-
ing the keystroke dynamics data obtained by recording the
participants, they found highly significant negative corre-
lations of both digram latencies and keystroke durations
with both arousal and valence, as well as between time to
start and valence. Then, they checked for generalizations on

98193



IEEE Access

1. Tsimperidis et al.: Way We Type Reveals Our Native Language

the content itself, finding significant negative correlations
between keystroke durations and valence and between digram
latencies and arousal.

The research conducted by Alfalahi et al. [17] aimed to
investigate keystroke dynamics as a digital biomarker to
detect fine motor decline in neuropsychiatric disorders. The
researchers conducted a systematic review and meta-analysis
of previous studies that used keystroke dynamics for the
diagnosis of fine motor apoptosis in neuropsychiatric dis-
orders, including Parkinson’s disease, Huntington’s disease,
and schizophrenia. The research analyzed data from 25 dif-
ferent studies. The meta-analysis revealed that keystroke
dynamics could accurately distinguish between healthy wit-
nesses and patients with neuropsychiatric disorders.

Moreover, the study by Tripathi et al. [18] proposed a
new method for detecting Parkinson’s disease (PD) based on
keystroke dynamics using data from an unsupervised popu-
lation at home. They extracted several keystroke dynamics
features, namely keystroke durations and digram latencies,
created a new model that combines a new type of keystroke
dynamics signal representation using these features, and
used machine learning algorithms to classify participants
as having PD or being healthy based on their keystroke
data.

Recognizing a speaker’s native language is a critical task
in many applications, such as language learning, speech
recognition, and forensic linguistics. Several methods have
been proposed to identify a speaker’s native language based
on different linguistic features, including acoustic, lexical,
and syntactic features. Keystroke dynamics have also been
explored as a potential source of information for determining
a typist’s native language.

In their paper, Buckley et al. [19] build upon the notion
of keystroke dynamics to infer an anonymous user’s name
and predict their native language. For this purpose, they asked
volunteers to type a paragraph, generated according to their
names, three times. The researchers found that there is a
discernible difference between the ranking of digrams (based
on their timing) contained within the name of a user and
those that are not. As a result, they propose that individuals
will reliably type information they are familiar with in a
discernibly different way. They also found that it is possible
to identify approximately a third of the digrams forming an
anonymous user’s name purely from how (not what) they
type. Regarding language classification, they collected data
from users from five different native languages and achieved
an accuracy of 45%.

In another study, where native language is a crucial user
characteristic, Bours and Brahmanpally [20] examined how
well a keystroke dynamics system worked when users were
asked to type specific words. They gathered data from par-
ticipants who spoke six different native languages and had
them type random words ranging from 8 to 12 characters
in length in each of these six languages. The participants
also typed random French and English words, with English
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assumed to be a language familiar to everyone, while French
was not a native language for any of the participants, and
many were likely not fluent in it. The researchers discovered
that using language-specific words led to better performance
of the challenge-based keystroke dynamics system compared
to one based solely on English words. When using words in
their native language, participants who spoke that language
performed similarly to a system based on all English words,
but non-native speakers had significantly lower false match
rates than native speakers.

In a concluding paper, Shadman et al. [21] provided an
overview of the concepts, techniques, and applications of
keystroke dynamics. It covers the background and history
of keystroke dynamics analysis, different approaches to col-
lecting and processing keystroke data, different types of
keystroke dynamics analysis, and their applications in differ-
ent domains such as security, human-computer interaction,
and health monitoring.

As made clear from the above review, keystroke dynam-
ics is mostly used for authentication systems, and today it
is a mature technology with many commercially available
products. Beyond authentication, there is much research into
user classification. Almost all of user classification works
were aimed at finding the gender and/or age of a user. Very
few studies focus on user characteristics other than gender
and age, and only three, [3], [19], and [20], deal with users’
native language. In the latter two of these studies, the fixed
text method was followed, in which volunteers are asked to
type specific text. In [19] a percentage of 45% is achieved in
the correct prediction of the user’s native language, among
five different options, while in [20] some conclusions are
drawn about the typing habits of users, related to their native
language, so that they can be used in authentication systems.

Therefore, to the best of authors knowledge, in this work
the user classification according to their native language is
attempted for the first time, with data derived from their daily
use of their computer. That is, using free text method.

A. CONTRIBUTION OF WORK

The problem that this research tries to solve is the recogni-
tion of the native language of an unknown Internet user, for
purposes of profiling or authentication.

Since text is the simplest means of communication between
users, but also the most widespread, its use is a very good
solution for extracting the necessary information.

Two technologies applied to the text, or to the process
of writing it, are natural language processing and keystroke
dynamics. The second does not require the content of the text
to be known and therefore can protect the privacy of users.

With this in mind, in this work, the solution of the prob-
lem using keystroke dynamics was chosen. However, in the
literature it appears that this way of solving the problem has
not been extensively attempted. Specifically, in addition to
the present research, there are three other works that use
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FIGURE 1. The block diagram of the methodology.

keystroke dynamics methodologies related to the native lan-
guage.

In [19] the familiarity that a user acquires when typing the
digrams contained in his/her name was exploited, while the
data were collected with a fixed text method. In a similar way,
the data were collected in [20], in which the researchers stud-
ied the way users type words in languages they are familiar
with, as well as in those they are not.

An important difference of the present work, which as
mentioned above is an extension of [3], is that the data
were collected with a free text method, which better approx-
imates the conditions of real typing. From the data col-
lected, in [3] keystroke durations were used for native lan-
guage classification. The differences of the methodology
of this work are that firstly, many more keystroke dynam-
ics features were extracted, secondly a feature selection
algorithm was used to use only the most suitable features
and reduce the time required to extract the result, and
thirdly a boosting algorithm was used to improve system
performance.

Accordingly, the present study appears to be the state-of-
the-art in finding the native language of an unknown user
through keystroke dynamics.
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lIl. METHODOLOGY

The methodology employed in this study encompasses three
distinct phases. The first phase involves data collection,
where keystroke data are gathered from the participants.
In the second phase, feature extraction and selection tech-
niques are applied to the collected data. Finally, in the third
phase, machine learning models are trained and evaluated
using the selected features. In addition, boosting algorithms,
such as bagging, are applied to enhance the performance of
the chosen model.

The extensions of the methodology in relation to that of
the paper [3] are found, firstly to the use of more keystroke
dynamics features, secondly to the use of feature selec-
tion algorithm, and thirdly to the use of meta-algorithms to
improve the performance of the system.

The methodology is illustrated in the block diagram of
Fig. 1, in which the three phases are distinguished. In the first
phase, the keylogger installed on the volunteers’ computers
appears, with the volunteers creating logfiles. A number of
keyboard actions have recorded in each logfile. In the second
phase, there is the creation of the file with the feature set
and then the creation of the file with the features selected as
appropriate. The value of the j-th feature of the i-th record

98195



IEEE Access

1. Tsimperidis et al.: Way We Type Reveals Our Native Language

of the feature set, in Fig. 1, denoted by v;;. Finally, in the
third phase, the extraction of results after the use of machine
learning models is presented.

A. DATA COLLECTION
During the data collection phase, hundreds of users were
approached to participate in the project. To protect the per-
sonal data of the volunteers who eventually participated,
some measures were taken. First, volunteers chose the times
at which their typing was recorded, second, they had the right
to review the recorded data, third, they had the right to refuse
to hand over their data, and fourth, assurances were given by
the researchers that the data will be encrypted, used only for
the needs of this research, and will not be shared with any
third party. All of the above was included in a consent form,
which was signed by the participants, and which described
in detail the obligations and commitments of the researchers,
the possible risks, as well as the objectives of the research.
The volunteers who eventually took part in the study
were given keylogger software with no further instructions,
except that they would have to use their computer exclusively
themselves when the keylogger was active. The reason why
this particular way of recording typing was chosen was to
approximate realistic keyboard usage as much as possible.
Thus, it was not possible to check which applications the
users were using when they were being recorded, what times
of day they were being recorded, and if they were typing in
languages other than their native language. All this was not
necessary to be controlled, because the question was that the
typists behave as naturally as possible. The only thing that
needed to be cross-checked was the correct declaration of the
native language of each volunteer, which was done diligently.
After a process that lasted from April to July 2022, 194 log-
files were collected, from users of five different native lan-
guages. This is a relatively small dataset, but it appears to
be the only dataset in the literature derived from volunteer
recording with free-text method, in terms of native language
classification. Table 1 summarizes the number of logfiles per
native language, as well as their percentage of the total.

TABLE 1. Number of logfiles per native language.

Native Language Logfiles %

Albanian 51 26.3
Bulgarian 46 23.7
English 17 8.8
Greek 55 28.3
Turkish 25 12.9
Total 194 100.0

Each logfile contains data from approximately 3,500
keystrokes, which were recorded in any application the volun-
teer wanted, typing whatever they wanted, at any time of the
day (free-text). Also, each logfile contains the characteristics
of the volunteer, among which is the native language. The
data are stored in a standard CSV format, which includes
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the exact time when an action was performed on the key-
board and the virtual key code of the key used in that
action.

The five languages of interest in this study, Albanian,
Bulgarian, English, Greek, and Turkish, are all from different
language families. Albanian is an Indo-European language
spoken by about 7.6 million people, mostly in the west of the
Balkans in countries such as Albania and Kosovo [22]. Bul-
garian is a Slavic language spoken by about 7 million people,
mostly in Bulgaria [23]. English is a West Germanic language
spoken by over 1.5 billion people worldwide, mainly in the
United Kingdom, the United States, Canada, Australia, and
New Zealand [24]. Greek is the only surviving member of the
Hellenic branch of the Indo-European language family. A vast
majority of the Greek population, around 95%, speaks Greek
as their native language, and about 840,000 Greek Cypriots
also converse in the language [25]. Turkish is a Turkic lan-
guage spoken by over 70 million people mostly in Turkey but
also in other countries such as Cyprus and Azerbaijan [26].
Each of these languages has a unique grammar, vocabulary,
and pronunciation system, which can affect the way people
type. The fact that they come from different language families
means that they have distinct linguistic characteristics that
could potentially be used to determine a user’s language
based on keystroke dynamics.

B. FEATURE EXTRACTION AND SELECTION
In the second phase of the research, a procedure was followed
to extract the most widely used keystroke dynamics fea-
tures from the dataset created in the previous phase, namely
keystroke durations and digram latencies [27]. This was done
by calculating the difference between the release and press
timestamps of each key, for keystroke durations, and by cal-
culating the difference between the press timestamp of a key
and the press timestamp of the next key, for digram latencies.
But the use of a key or a digram, most of the time at least,
is found several times in a logfile. For this reason, the value
of each feature was derived from the average of the times
calculated from all its appearances. However, when the use
of a key appears less than 5 times in a logfile and when the
use of a digram appears less than 3 times, then the value of
the corresponding feature is not considered representative and
is not taken into account. In those cases, the missing values
were imputed with the mean of the numerical distribution.

Finally, the feature set was created, consisting of records,
each of which is mapped to a logfile. In the records, separated
by commas, are the values of the features calculated with
the previous procedure, with the last one being the class to
which the logfile belongs, which can take as a value one of the
five native languages (““Albanian”, ““‘Bulgarian”, “English”,
“Greek”, and “Turkish”). The creation of the feature set is
also shown in the block diagram of Fig. 1.

This process resulted in the extraction of 10,920 features,
which is a very large number. Using all the features would
entail very long training times for machine learning models.
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TABLE 2. Top 20 Features with the highest information gain (IG).

# Feature Keys 1G # Feature Keys 1G
1 73-78 I-N 0.3406 11 82 R 0.2087
2 83 N 0.2767 12 78-84 N-T 0.2076
3 66 B 0.2759 13 84-79 T-0 0.2061
4 70 F 0.2715 14 32 (space) 0.2024
5 68 D 0.2600 15 65-76 A-L 0.1961
6 82-79 R-O 0.2559 16 69-32 E-(space) 0.1960
7 84 T 0.2468 17 75 K 0.1911
8 76 L 0.2454 18 79-78 O-N 0.1869
9 65-78 A-N 0.2173 19 71 G 0.1835
10 86 \Y 0.2135 20 78 N 0.1829

For this reason, a feature selection algorithm was used to
reduce the dimensionality. From the available algorithms,
information gain is chosen because it seems to have better
performance in a number of problems [28]. The information
gain algorithm [29] works by evaluating each feature in the
dataset according to its ability to provide information about
the target variable. The algorithm calculates the information
gain for each feature. The features with higher information
gain are considered more informative and are therefore more
likely to be selected for inclusion in subsequent analyses. It is
worth noting that the selected features include both keystroke
durations and digram latencies. After applying the feature
selection algorithm to the dataset, 711 features with no-zero
information gain were selected for use in the subsequent
analysis. The top 20 features with the highest information
gain are presented in Table 2.

As can be seen from Table 2, the features that contain
the most information concern letters, which was expected,
since numbers, punctuation, and other symbols are used in
almost the same way by users of different native languages.
A second conclusion is that in Table 2 features from several
different letters are found, but the letter “N”* seems to play
an important role, both on its own and in the digrams it
participates in.

C. EVALUATION

As part of investigating the performance of the system,
a series of experiments were conducted using various
machine learning models. To evaluate the accuracy of each
model, the 10-fold cross-validation method was applied. The
10-fold cross-validation method is a method of repeatedly
training and evaluating machine learning models that allows
the use of all available data for training and evaluating the
model. This is achieved by dividing the data into 10 equal
non-overlapped parts (known as folds), training the model on
9 of them, and testing its performance on the part not used for
training. This process is repeated 10 times, so that each part
of the data is used once for testing and training on 9/10 of the
data [30].

The criteria for selecting the most appropriate machine
learning models, apart from accuracy, are F-measure and
Area Under the ROC curve (AUC). The F-measure is a metric
that combines precision and recall and is often used in binary
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TABLE 3. The performance of machine learning models, in terms of
accuracy (Acc.), training time (Time to build model, TBM) in seconds,
f-measure (F1), and area under the ROC curve (AUC).

Model Acc. TBM F1 AUC
SVM 89.2% 0.12 0.891 0.945
SL 79.9% 0.69 0.799 0.932
NB 80.4% 0.02 0.804 0.925
BNC 85.6% 0.05 0.854 0.898
RBFN 86.1% 0.74 0.860 0916

classification tasks [31]. The ROC curve is a graphical plot
that shows the tradeoff between the true positive rate and the
false positive rate for different classification thresholds, and
the Area Under the ROC curve is a metric that takes values
between 0 and 1 [32].

Using these metrics, the performance of many and dif-
ferent machine learning models, such as neural networks,
decision trees, Bayesian classifiers, deep learning models,
etc., was evaluated, and those that achieved the best results
were selected. Five models performed well on the dataset,
and these are Support Vector Machine (SVM), Simple Logis-
tic (SL), Naive Bayes (NB), Bayesian Network Classifier
(BNC), and Radial Basis Function Network (RBFN).

IV. RESULTS

After the execution of a large number of experiments, the
values of the classifiers’ parameters from which their best
performance is derived emerged. For SVM it is C-value
equals to 1.25 and Polykernel as kernel type. For SL it is max-
imum number of boosting iterations equals to 500, number of
iterations for early stopping of LogitBoost equals to 70, and
weight trimming equals to 5%. For BNC it is initial count for
estimating the probability tables equals to 0.06 and maximum
number of parents of each node in Bayes network equals to
1. For RBFN it is number of clusters for K-Means equals to
20 and the minimum standard deviation for the cluster equals
to 1.6.

Based on the results of the experiments, it can be seen that
the SVM model performed the best overall. It achieved an
accuracy of 89.2%, an F1 score of 0.891, and an AUC of
0.945. These values indicate that the SVM model was able
to correctly identify the native language of the users with a
high degree of accuracy. The second-best performing model
was the RBFN model, which achieved an accuracy of 86.1%,
an F1 score of 0.860, and an AUC of 0.916. However, the
problem with this model is that it has a large Time to Build
Model (TBM), compared to the rest. In particular, it is 6 times
slower than SVM, which is the model with the best perfor-
mance, and 37 times slower than NB, which is the model
with the shortest training time. The BNC model performed
moderately well, achieving an accuracy score of 85.6%, but
having the worst AUC score of 0.898. Finally, the NB model
has the lowest accuracy, but it is the fastest, requiring only
0.02 seconds for training, followed by BNC and SVM.
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FIGURE 2. The performance of the five machine learning models.
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TABLE 4. Accuracy, F1, and AUC, for each native language at the best run

(SVM + bagging).
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FIGURE 3. Accuracy using Bagging algorithm with different number of
iterations.

The summary of results for all five machine learning mod-
els can be found in Table 3.

In conclusion, the results of the experiments suggest that
the SVM model is the most effective at identifying the native
language of users based on keystroke dynamics. However,
because the dataset is relatively small and because of the
small statistical differences between SVM, RBFN, and BNC,
all three of these models are considered to be the most suc-
cessful.

The graphical representation of the results is presented in
Fig. 2.

Subsequently, to improve the accuracy of the method,
boosting algorithms were used, using as base classifiers the
SVM, RBFN, and BNC, which proved to be the most success-
ful in this particular problem. The bagging algorithm turned
out to have the best results.

Bootstrap Aggregating (bagging for short), as introduced
by [33], is a technique used to improve the performance
and stability of machine learning algorithms. It works by
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data, with each sample having the same size as the original
data but allowing for repeatable instances. A base classifier
is then trained on each bootstrap sample, and the predictions
from all the base classifiers are combined to make the final
prediction. By pooling the results from multiple classifiers,
bagging can reduce variance and improve the accuracy of the
final prediction.

After conducting a large number of experiments to find
the parameters that lead to the highest accuracy, for different
number of iterations in the algorithm, the results are shown
in Fig. 3.

According to Fig. 3, the highest accuracy of the method
is achieved at 120 iterations of Bagging algorithm that uses
SVM as base classifier. In this best performance of the pro-
posed method, accuracy, F1, and AUC, for each of the native
languages of the dataset, are presented in Table 4.

The results presented in Table 4 show English and Turkish
as the languages with the highest percentages of correct
prediction. It is reminded, however, that these two languages
have the least representation in the dataset, and thus any
conclusion drawn may not be safe. On the contrary, the lan-
guages with the lowest accuracy are Albanian and Bulgarian.
A possible explanation for this is that the countries where
these languages are mainly spoken, Albania and Bulgaria,
have experienced a high rate of immigration in recent years.
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TABLE 5. Comparison between keystroke dynamics works for native
language recognition.

Work Number of Outcome
Languages.
Buckley et al. [19] 5 Accuracy 45.0%
Bours and 6 Important conclusions for
Brahmanpally [20] authentication systems
Tsimperidis et al. [3] 5 Accuracy 82.5%
This work 5 Accuracy 90.7%

It is therefore possible that a larger percentage of users with
Albanian and Bulgarian as their native languages are quite
familiar with other languages as well.

In general, it can be said, based on Fig.2 and Fig.3, that
a user’s native language can be correctly identified, approx-
imately 9 out of 10 times, using various machine learning
models. This is also a strong indication that keystroke dynam-
ics can be used to solve this problem.

V. DISCUSSION

The dataset created for the needs of this research comes from
the recording of the typing of users from five different native
languages. In the random prediction of what a user’s native
language is, the percentage of correct prediction would be
28.3%, i.e., the percentage of the logfiles of the largest class
in the dataset.

The proposed method increases the correct prediction rate
to 90.7%, which is a significant improvement compared to
the results presented in [3], as well as compared to any
other related research. It is recalled that the highest accuracy
presented in [3] is 82.5%, and that only two other studies
exist in the literature, at least as far as is known, in which
the native language of users is searched, with data derived
from the way they type, and the highest percentage of correct
prediction achieved is 45%. Finally, it is worth mentioning
that the important innovation of this method is that the data
are obtained in free-text mode, which is much closer to the
actual use of the computer by users. The use of free-text
data in keystroke dynamics research, in addition to a better
approximation of daily computer use, can help to develop
continuous user authentication systems, in which the user
is authenticated even after entering the password. As for
example described in the works of Kim et al. [34] and Kim
and Kang [35].

In Table 5 the works of keystroke dynamics on users’ native
language are presented. Their outcomes are compared with
those obtained from the present research.

The high accuracy achieved in this study is an indication
and not proof of the existence of a correlation between the
native language and keystrokes. At the moment it can be said
that the hypothesis that some characteristics of native lan-
guage use are transferred to typing mode seems to be verified.
In fact, this finding is used in the problem of language identi-
fication, which is encountered in studies of natural language
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processing, since some features identical to those of this study
are used [36]. However, more data needs to be collected and
further research conducted.

An explanation of the above is for example that the most
frequently used digrams in the English language are “TH”,
“HE”, and “IN”. The most frequently used digrams in the
Turkish language, as they are mapped to the QWERTY key-
board, are “AR”, “LA”, and “AN”, and the corresponding
ones in the Greek language are “TO”, “OY”, and “TH”.
These differences extend to other languages, as well as to
other characteristics of the languages, such as the average size
of words, the frequency of trigrams, etc. Therefore, a person
with a particular native language who from a young age
becomes familiar with a specific way of using the keyboard
corresponding to that language, he/she acquires specific typ-
ing habits, which may betray his/her native language. The
present research takes advantage of this fact and utilizes,
among others, features related to the use of digrams, as can
be seen in Table 2.

Once the correlation between native language and the way
users type is proven, it will be possible to create a system that
will recognize the native language of users, in addition to their
other characteristics, using keystroke dynamics. However,
when implementing such a system, considerable care must
be taken in data collection so that user privacy is not violated.
Keystroke dynamics leverages data from how users type, not
what they type, meaning no access to sensitive information
is required. But indirectly, the text typed by the user can
be reconstructed from the keystroke logfiles, thus revealing
passwords and private messages. One solution to this problem
is to collect the keystroke data locally, on the user’s device,
then extract the keystroke dynamics features, which do not
contain any sensitive information, also locally, and finally
transfer only the keystroke dynamics features to dedicated
servers.

VI. CONCLUSION

The native language is one of the acquired characteristics of
a person. Knowing this characteristic for unknown Internet
users is a valuable tool for safety, convenience, and commer-
cial reasons. In this work, a method is proposed for revealing
the native language of a completely unknown user, through
keystroke dynamics. That is, using data derived from the way
he/she types.

For the purposes of research, a new dataset was created,
consisting of 194 logfiles, by recording volunteers from
five native languages during daily use of their computer.
From the dataset, the most widely used keystroke dynamics
features, namely keystroke durations and digram latencies,
were extracted, and then a procedure was followed to select
the appropriate features to reduce the dimensionality of the
problem. In the experiment stage, several machine learn-
ing models were tested and five of them performed well.
Specifically, the SVM, SL, NB, BNC, and RBFN models,
of which the first had the highest accuracy. Finally, using
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SVM as a base classifier in meta-algorithms for boosting the
performance, an accuracy of 90.7% was achieved.

This is quite a promising achievement for creating systems
that will reveal a user’s native language from data derived
from the way they type. The reason for creating such systems
is for example to facilitate a forensic investigation when
trying to create the profile of the culprit, or for example to
improve targeted advertising.

The future goals for extending the research are, firstly, the
expansion of the dataset by recording more volunteers from
more native languages, with the help of which questions such
as for example what happens to languages that belong to the
same language family (e.g., English and German, or Spanish
and Italian) will be answered, secondly, the exploitation of
other keystroke dynamics features, thirdly, the use of more
up-to-date machine learning models, and fourthly, the inves-
tigation of the relationship between native languages and the
use of digrams.
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